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L8: Methods of Solving Systems of Linear Equations (Part 1)
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Definition of a System of Linear Equations

A system of equations of the form

is called a linear system of m equations with n unknowns (x1, x2, . . . ,

xn). Discretization of PDEs of flow in porous media by the implicit finite

difference approximation leads to linear system of equations with same

number of equations and unknowns.



General Methods for Solving Linear Equations
Basically, there are two main approaches for solving sets of linear equations 
involving direct methods and iterative methods as follows:

Direct Methods for Solving Linear Equations
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• Remember that any mathematical operation we perform on one of the linear
equations (e.g. multiplying through by x2) must be performed on both sides of
the equation i.e. on the aij and the bi.

• Therefore, we can transform the above matrix equation into the following form:

• This process is called the Forward Elimination. The coefficient matrix A is 
upper triangular with zero elements below the main diagonal. The solution can 
be found by the Back Substitution process:



6

Direct Methods for Solving Linear Equations

Gaussian Elimination Method
Carl Friedrich Gauss (1777 – 1855) – a German mathematician and scientist.

Example

We start with the system of equations

It is useful to rewrite it in the augmented form

The linear system of equations is now in upper triangular form and we can 
easily recover the solution:



Pitfalls of Gaussian Elimination Method

• There are two potential pitfalls: 

1. Division by zero: May occur in the forward elimination steps. Consider the set 
of equations: 

2. Round-off error: Prone to round-off errors. This is true when there are 
large numbers of equations as errors propagate. 

• To avoid division by zero as well as reduce (not eliminate) round-off error, 
Gaussian elimination with partial pivoting is the method of choice.
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Gaussian Elimination with Partial Pivoting 

• Gaussian Elimination with Partial Pivoting ensures that each step of Forward 
Elimination is performed with the pivoting element |akk| having the largest absolute 
value. 

• At the beginning of any step (kth ) of forward elimination, find the maximum 
absolute value of: 

Example:
Changing the rows according to        at the second step of Forward Elimination.
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Thomas Algorithm 
• Thomas algorithm is a simplified form of Gaussian elimination that can be 

used to solve tridiagonal systems of equations.

• Consider a system of N algebraic equations having a tridiagonal 
coefficient matrix given as follows:
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Thomas Algorithm 
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Example
Solve the following set of linear equations using Thomas algorithm. 

Solution:

1. The set of linear equations can be written in matrix form as follows: 
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2. Find
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4. The back substitution gives;

3. Find
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THANK YOU


